**Machine Learning for Preoperative Discrimination of Lymph Node Metastasis Status in Endometrial Carcinoma: A Systematic Review and Meta-analysis**

**Abstract**

**Background:** Early identification of lymph node metastasis (LNM) status in endometrial carcinoma (EC) is highly challenging in clinical practice. Mayo criteria have been widely applied, but its early predictive accuracy is debatable. Therefore, some researchers have introduced machine learning (ML) into the early identification of LNM in EC patients, but the predictive performance of ML remains controversial due to diverse models and modeling variables (i.e., clinical features and radiomic features). Therefore, this systematic review and meta-analysis was conducted to systematically assess the performance of ML in the early discrimination of LNM in EC patients.

**Methods:** PubMed, Cochrane, Embase, and Web of Science were systematically searched from database inception to March 12, 2023. The risk of bias in the included studies was assessed by PROBAST. Subgroup analyses were performed by modeling variables (i.e., clinical features, radiomics features, and radiomics plus clinical features) and different ML methods. In addition, the clinical features currently used for the early identification of LNM status in EC patients were comprehensively pooled.

**Results:** Fifty primary studies were included, covering 103,752 EC patients, 12,579 of whom were positive for LNM. The meta-analysis results showed that the ML model based on radiomics plus clinical features performed best, with a pooled C-index of 0.907 (95% CI: 0.886-0.928) in the training set and 0.823 (95% CI: 0.757-0.890) in the validation set, and its sensitivity and specificity were satisfactory. The C-index of the ML model based on clinical features was not inferior to that of the radiomics-based ML model. In addition, it was found that logistic regression was used most frequently and exhibited ideal predictive performance with different categories of modeling variables.

**Conclusions:** Although the predictive performance of the ML model based on radiomics plus clinical features is the highest, no recognized specification for the use of radiomics is available so far. The logistic regression model constructed by clinical features displays ideal sensitivity and specificity. Against this background, large-sample studies covering different races are necessary to develop predictive nomograms based on clinical features, which can be popularized and applied in clinical practice.

**Keywords:** endometrial carcinoma, lymph node metastasis, radiomics, machine learning, systematic review

**Introduction**

Endometrial carcinoma (EC) is the most common gynecologic cancer in high-income countries. Globally, 417,367 women were diagnosed with EC in 2020. It is more prevalent in high-income regions than in low- and middle-income countries, with the highest burdens in North America and Western Europe. The incidence of EC appears to be increasing rapidly (1, 2). The incidence and mortality of EC are 19.2-20.2/100,000 and 2.0-3.7/100,000 in women in Europe as of 2018, respectively (3, 4), seriously threatening their lives.

Surgery is the mainstay of treatment for patients with localized EC. However, the need for lymphadenectomy during surgery is controversial, and it has been debated whether or not to add para-aortic lymphadenectomy to pelvic lymphadenectomy (2, 5). Previously, complete standard lymphadenectomy (i.e., pelvic and para-aortic lymph node dissection and evaluation) was recommended for all patients, but it could result in multiple side effects (6). Therefore, effective preoperative assessment of lymph node metastasis (LNM) is significant in clinical practice. Unfortunately, efficient preoperative assessment methods are lacking. The Mayo criteria have been widely used in clinical practice for predicting the risk of LNM in EC (7), but its true predictive accuracy remains to be further improved.

As the statistical theory gradually improves, machine learning (ML) methods, especially supervised ML methods, have been gradually utilized to diagnose disease states (8, 9), and predict the occurrence (10, 11) and prognosis of diseases (12, 13). In particular, ML appears to be no worse than human clinical practice in screening or diagnosing diseases in some fields (14, 15). In this context, some researchers have used ML methods to identify preoperative LNM status in EC. However, ML encompasses diverse mathematical modeling methods (e.g., logistic regression, random forest, support vector machine, and artificial neural network), and also involves a wide range of modeling variables (e.g., radiomics, clinical features, and pathological imaging). With such a diversity of modeling methods and variables, a comprehensive and systematic understanding of the preoperative diagnostic performance of ML for LNM status in EC is lacking (16). Therefore, the purpose of this systematic review and meta-analysis was to explore the predictive performance of ML for LNM in EC patients. The effective predictive variables were also comprehensively summarized and the predictive performance of clinical and radiomic features for LNM in EC patients was compared.

## Methods

**1. Study registration**

 This study was conducted following the Preferred Reporting Items for Systematic Reviews and Meta-analyses (PRISMA 2020) and was prospectively registered with PROSPERO (ID:)

**2. Eligibility criteria**

**Inclusion criteria**

1. The patients were diagnosed with EC;
2. Case-control studies, cohort studies, nested case-control studies, and case-cohort studies;
3. A complete ML model for predicting LNM status was established;
4. External validation or independent validation was lacking even if the corresponding ML model was established;
5. Different types of ML were constructed from the same dataset;
6. English-language studies.

**Exclusion criteria**

1. Meta-analysis, review, guidelines, and expert opinion;
2. Only risk factors were analyzed, and no complete risk model was established;
3. The following outcome indicators (ROC, C-statistic, C-index, sensitivity, specificity, accuracy, recovery, precision, confusion matrix, diagnostic fourfold table, F1 score, and calibration curve) were lacking for the predictive accuracy of the risk model;
4. Studies on the validation of a mature scale;
5. Studies on the accuracy of a single factor in predicting LNM.

**3. Data sources and search strategy**

PubMed, Embase, Web of Science, and Cochrane were systematically searched from database inception to March 12, 2023 using subject terms plus free terms, without restrictions on publication regions. The search strategy is detailed in Fig. 1.

**4. Study selection and data extraction**

The duplicate publications were removed automatically and then manually by importing the retrieved studies into Endnote X9. Then the titles or abstracts of the remaining studies were read to obtain the initially eligible studies. Finally, the full texts were read to include eligible studies.

Before data extraction, a standardized data extraction form was developed to record the title, first author, year of publication, study type (case-control, retrospective/prospective cohort study, nested cohort study, and case-cohort study), patient source (single-center, multicenter, and registry database), FIGO stage, number of LNM cases (training set, and validation set ), total number of cases, generation method of validation set (internal validation: random sampling, k-fold cross-validation, and leave-one-out; external validation: prospective, and multicenter; overfitting method: k-fold cross-validation, and bootstrap), missing value handling method, variable screening/feature selection method, types of mathematical models and modeling variables.

The study screening, data extraction, and cross-checking were carried out independently by two investigators (RZL and YJY). Disagreement was resolved by consultation with a third investigator (LYQ).

**5. Risk of bias (RoB) assessment**

The RoB in the included studies was assessed using PROBAST. This tool covered several questions in four domains (participants, predictive variables, results, and statistical analyses), reflecting the overall RoB and applicability (17). The four domains contained two, three, six, and nine specific questions, respectively, answered by yes/probably yes, no/probably no, or no information. A domain was considered high RoB if at least one specific question in the domain was answered by no/probably no. A domain was considered low RoB if all of the specific questions in the domain were answered by yes/probably yes. The RoB for a domain was considered unclear if all specific questions in the domain were not answered by no/probably no and at least one question was answered by no information. PROBAST was used to evaluate the ML models in the studies.

The RoB assessment and cross-checking were carried out independently by two investigators (RZL and YJY). Disagreement was resolved by consultation with a third investigator (LYQ).

**6. Outcomes**

The C-index was used as an outcome indicator to reflect the overall accuracy of the model. However, the C-index cannot reflect the accuracy of the model in predicting LNM, especially in case of a significant imbalance between the number of LNM and non-LNM samples. A high C-index may be attributed to the high accuracy of the model in predicting negative events (non-LNM). Therefore, the sensitivity and specificity of the ML model in predicting LNM were also included. In addition, the modeling variables were also pooled. As logistic regression is the main method for establishing the ML model in clinical practice, the odds ratio (OR) of each modeling variable for constructing logistic regression was also incorporated as the outcome indicator, in order to try to construct a logistic regression risk equation for LNM.

**7. Synthesis methods**

The C-index and its standard error (SE) and 95% confidence interval (95% CI) should be provided for the meta-analysis of the C-index. However, many included studies did not provide the SE and 95% CI of C-index, and thus the SE was estimated with reference to the study by Debray TP et al. (18). Meta-analyses were also performed on sensitivity and specificity, for which a diagnostic fourfold table was required. However, only the outcome indicators of sensitivity, specificity, precision, and accuracy were provided in the included studies, and thus we developed the diagnostic fourfold table by combining the number of cases with LNM and the total number of cases. In addition, some included studies only provided the receiver operating characteristic (ROC) curve of the ML model, for which Origen2021 was used to extract the sensitivity and specificity on the ROC curve, and the optimal Youden index was used to select the sensitivity and specificity. A diagnostic fourfold table was developed based on the number of cases with LNM and the total number of cases. Moreover, if the included studies converted continuous variables into categorical variables or kept them in the original continuous state, we conducted meta-analyses for continuous and categorical variables when pooling the OR of modeling variables in logistic regression, respectively.

In meta-analyses of C-index and OR of modeling variables, a random-effects model was adopted when the heterogeneity index *I2* was ≥50%, and a fixed-effects model when *I2* was <50%. A bivariate mixed-effects model was used for meta-analyses of sensitivity and specificity.

In addition, the modeling variables included clinical features, radiomic features, and radiomics plus clinical features. Diversified ML methods were included. Therefore, subgroup analyses were performed by different modeling variables and ML methods. R4.2.0 (R Development Core Team, Vienna, http://www.R-project.org) was used for this meta-analysis, and P<0.05 was considered statistically significant.

## Results

**1. Search results**

A total of 3,033 studies were retrieved, of which 782 duplicate publications were automatically marked by Endnote. Endnote can only mark studies with a completely consistent title and author name, but a large number of duplicate publications had minor differences in the two aspects, making automatic marking difficult. Therefore, 356 duplicates were manually removed. After reading the titles or abstracts of the remaining studies, 62 studies were initially eligible. After reading the full texts downloaded, 50 studies (19-68) were finally included (Fig. 1).



Fig. 1 Study selection process

**2. Study characteristics**

The 50 included studies covered 103,752 patients with EC, of whom 12,579 were positive for LNM. These studies were published from 2013 to 2023, mainly from 2016 to 2023. These eligible studies consisted of case-control studies and cohort studies. Among them, there were only 10 cohort studies (28, 35, 39, 49, 51-53, 62-64), 11 multicenter studies (26, 30, 33, 45, 46, 60-64, 66), and one study (40) based on the SEER database, and other studies were single-center studies. The median number of cases was 342 (IQR: 200-661), and it was 300 (IQR: 154-533) in the training set. Only 29 studies (19-21, 23, 25, 26, 29-33, 36-38, 40, 43, 45, 47-50, 52, 54, 55, 58, 60-63) had independent validation sets, of which 11 (21, 30, 31, 33, 36, 45, 55, 61-63, 65) adopted external validation, and the rest studies adopted internal validation with random sampling. Nine studies (20-22, 31, 32, 35, 45, 52) did not explicitly describe the variable screening method, and univariate and multivariate logistic regression was mainly used.

Fourteen studies (22, 23, 25, 26, 32, 34, 36, 37, 47-50, 52, 55) used radiomics as modeling variables and included 27 models, containing a diversity of mathematical algorithms: logistic regression (n=16), ridge regression (n=2), J48 (Decision tree (n=1)), random forest (n=1), support vector machine (n=2), XGBoost (n=1), artificial neural network (n=2), Hoeffding Tree (n=1), and ResNet-18 (n=1). The modeling variables in the remaining studies were from clinical features and 41 models were included, which contained the following mathematical algorithms: logistic regression (n=38), ridge regression (n=1), random forest (n=1), and support vector machine (n=1). The basic information is shown in Table 1.

**3. RoB**

Among the original studies, 39 studies were case-control studies, in which the ML models were considered to have a high RoB in populations according to PROBAST. Whether the assessment of predictors was conducted under the condition of known LNM status in a large number of single-center case-control studies was unclear, in which the ML models were also considered to have a high RoB in prediction factors. Since the LNM status was confirmed by biopsy, the RoB was rarely rated as high in results. In addition, according to the statistical analysis, the number of cases in the training set needed to satisfy EVP≥20 and an independent validation set was required with >100 cases. Thus, the RoB was mostly high in the statistical analysis. The results of RoB assessment are shown in Fig. 2.

Fig. 2 Results of RoB assessment by PROBAST

**4. Meta-analysis**

**4.1 Mayo criteria**

The accuracy of the Mayo criteria for predicting LNM in EC patients was validated by eight datasets from the included studies. The meta-analysis results showed a C-index of 0.690 (95% CI: 0.640-0.740), a sensitivity of 0.81 (95% CI: 0.66-0.90), and a specificity of 0.59 (95% CI: 0.38-0.77) in the training set. The detailed results are shown in Tables 1 and 2.

**4.2 ML models for LNM status based on clinical features**

In the included studies, 41 ML models were established based on clinical features. There were 36 ML models in the training set with a pooled C-index of 0.824 (95% CI: 0.806-0.843), and 19 ML models in the validation set with a pooled C-index of 0.793 (95% CI: 0.756-0.829). In the training set, the pooled sensitivity was 0.81 (95% CI: 0.77-0.84) and the specificity was 0.75 (95% CI: 0.71-0.79). The pooled sensitivity and specificity were 0.75 (95% CI: 0.67-0.82) and 0.78 (95% CI: 0.74-0.82), respectively, in the validation set. The detailed results are displayed in Tables 1 and 2.

**4.3 Radiomics-based ML models for LNM status**

Sixteen ML models were established based on radiomic features in the included studies. The pooled C-index was 0.798 (95% CI: 0.758-0.837) in the training set and 0.810 (95% CI: 0.770-0.850) in the validation set. In the training set, the pooled sensitivity was 0.82 (95% CI: 0.79-0.85) and the specificity was 0.83 (95% CI: 0.79-0.87). The pooled sensitivity and specificity were 0.77 (95% CI: 0.64-0.87) and 0.84 (95% CI: 0.74-0.91), respectively, in the validation set. The detailed results are displayed in Tables 1 and 2.

**4.4 ML model for LNM status based on radiomics plus clinical features**

The included studies contained 11 ML models established based on radiomics plus clinical features, with a pooled C-index of 0.907 (95% CI: 0.886-0.928) in the training set and 0.823 (95% CI: 0.757-0.890) in the validation set. In the training set, the pooled sensitivity was 0.88 (95% CI: 0.84-0.92) and the specificity was 0.83 (95% CI: 0.79-0.87). The pooled sensitivity and specificity were 0.77 (95% CI: 0.64-0.87) and 0.84 (95% CI: 0.74-0.91), respectively, in the validation set. The detailed results are displayed in Tables 1 and 2.

**4.5 Subgroup analyses**

Subgroup analyses were performed by the clinical features, radiomics, and radiomics plus clinical features. Logistic regression was used most frequently to construct models based on different modeling variables, and a visual nomogram was also constructed in most of the studies. The meta-analysis results showed that the predictive performance of logistic regression was high and was not inferior to that of other ML models based on the same type of variables.

For the logistic regression models constructed based on clinical features, the pooled C-index, sensitivity, and specificity were 0.828 (95% CI: 0.809-0.846), 0.81 (95% CI: 0.78-0.84), and 0.75 (95% CI: 0.71-0.79), respectively, in the training set, and 0.806 (95% CI: 0.758-0.853), 0.81 (95% CI: 0.78-0.84), and 0.75 (95% CI: 0.71-0.79), respectively, in the validation set.

For the logistic regression models constructed based on radiomics, the pooled C-index, sensitivity, and specificity were 0.850 (95% CI: 0.815-0.884), 0.83 (95% CI: 0.75-0.88), and 0.79 (95% CI: 0.76-0.82), respectively, in the training set, and 0.818 (95% CI: 0.775-0.861), 0.77 (95% CI: 0.60-0.88), and 0.86 (95% CI: 0.75-0.93), respectively, in the validation set.

For the logistic regression models constructed based on radiomics + clinical features, the pooled C-index, sensitivity, and specificity were 0.905 (95% CI: 0.885-0.925), 0.90 (95% CI: 0.84-0.94), and 0.80 (95% CI: 0.72-0.86), respectively, in the training set, and 0.842 (95% CI: 0.793-0.891), 0.90 (95% CI: 0.84-0.94), and 0.80 (95% CI: 0.72-0.86), respectively, in the validation set.

Table 1 Meta-analysis results of C-index of ML for predicting LNM in EC patients

|  |  |  |  |
| --- | --- | --- | --- |
| Variable | Model type | Training set | Validation set |
| n | C-index (95% CI) | n | C-index (95% CI) |
| Radiomics | 　 | 　 | 　 | 　 | 　 |
| 　 | Logistic regression | 9 | 0.850(0.815-0.884) | 6 | 0.818(0.775-0.861) |
| 　 | Artificial neural network | 2 | 0.762(0.687-0.837) | 1 | 0.710(0.515-0.905) |
| 　 | Support vector machine | 2 | 0.727(0.661-0.793) | 1 | 0.754(0.607-0.901) |
| 　 | Ridge regression | 1 | 0.730(0.605-0.855) | 　 | 　 |
| 　 | HoeffdingTree | 1 | 0.688(0.585-0.791) | 　 | 　 |
| 　 | Convolutional neural network | 1 | 0.701(0.599-0.803) | 　 | 　 |
| 　 | Overall | 16 | 0.798(0.758-0.837) | 8 | 0.810(0.770-0.850) |
| Radiomics plus clinical features | 　 | 　 | 　 | 　 | 　 |
| 　 | Logistic regression | 7 | 0.905(0.885-0.925) | 4 | 0.842(0.793-0.891) |
| 　 | Random forest | 1 | 0.935(0.906-0.964) | 2 | 0.903(0.866-0.939) |
| 　 | XGBoost | 1 | 0.800(0.680-0.920) | 1 | 0.720(0.700-0.740) |
| 　 | Ridge regression | 1 | 0.800(0.700-0.900) | 1 | 0.750(0.550-0.950) |
| 　 | Convolutional neural network | 1 | 0.938(0.913-0.963) | 1 | 0.770(0.718-0.822) |
|   | Overall | 11 | 0.907(0.886-0.928) | 9 | 0.823(0.757-0.890) |
| Clinical features | 　 | 　 | 　 | 　 | 　 |
| 　 | Logistic regression | 33 | 0.828(0.809-0.846) | 14 | 0.806(0.758-0.853) |
| 　 | Random forest | 1 | 0.810(0.739-0.881) | 1 | 0.820(0.735-0.905) |
| 　 | Support vector machine | 1 | 0.810(0.739-0.881) | 1 | 0.760(0.663-0.857) |
| 　 | Bayesian network | 　 | 　 | 3 | 0.833(0.794-0.873) |
| 　 | Ridge regression | 1 | 0.610(0.458-0.762) | 　 | 　 |
| 　 | Overall | 36 | 0.824(0.806-0.843) | 19 | 0.793(0.756-0.829) |
| Mayo |  |  |  | 8 | 0.690(0.640-0.740) |

Note: (1) n: number of models; (2) Radiomics, radiomics plus clinical features, and clinical features represent modeling variables, where radiomics plus clinical features represent the combination of radiomics and clinical features as a modeling variable.

Table 2 Meta-analysis results of sensitivity and specificity of ML for predicting LNM in EC patients

|  |  |  |  |
| --- | --- | --- | --- |
| Variable | Model type | Training set | Validation set |
| n | Sen (95% CI) | Spe (95% CI) | n | Sen (95% CI) | Spe (95% CI) |
| Radiomics | 　 | 　 | 　 | 　 | 　 | 　 | 　 |
| 　 | Logistic regression | 10 | 0.83(0.75-0.88) | 0.79(0.76-0.82) | 7 | 0.77(0.60-0.88) | 0.86(0.75-0.93) |
| 　 | Artificial neural network | 2 | 0.77-0.86 | 0.66-0.94 | 1 | 0.89 | 0.75 |
| 　 | Support vector machine | 2 | 0.75-0.81 | 0.75-0.87 | 1 | 0.71 | 0.72 |
| 　 | Ridge regression | 1 | 0.7 | 0.86 | 　 | 　 | 　 |
| 　 | HoeffdingTree | 1 | 0.81 | 0.87 | 　 | 　 | 　 |
| 　 | Convolutional neural network | 2 | 0.80-0.83 | 0.90-0.91 | 　 | 　 | 　 |
| 　 | Overall | 18 | 0.82(0.79-0.85) | 0.83(0.79-0.87) | 9 | 0.77(0.64-0.87) | 0.84(0.74-0.91) |
| Radiomics plus clinical features | 　 | 　 | 　 | 　 | 　 | 　 | 　 |
| 　 | Logistic regression | 7 | 0.90(0.84-0.94) | 0.80(0.72-0.86) | 6 | 0.78(0.62-0.88) | 0.87(0.78-0.93) |
| 　 | Artificial neural network | 1 | 0.92 | 0.84 | 2 | 0.85-0.89 | 0.75-0.83 |
| 　 | Ridge regression | 1 | 0.71 | 0.73 |  |  |  |
| 　 | Convolutional neural network | 1 | 0.83 | 0.91 |  |  |  |
| 　 | Overall | 10 | 0.88(0.84-0.92) | 0.81(0.75-0.86) | 6 | 0.81(0.70-0.89) | 0.84(0.76-0.89) |
| Clinical features | 　 | 　 | 　 | 　 | 　 | 　 | 　 |
| 　 | Logistic regression | 31 | 0.81(0.78-0.84) | 0.75(0.71-0.79) | 13 | 0.74(0.66-0.80) | 0.79(0.75-0.82) |
| 　 | Random forest | 1 | 0.67 | 0.78 | 1 | 0.48 | 0.87 |
| 　 | Bayesian network | 　 | 　 | 　 | 2 | 0.87-0.94 | 0.68-0.70 |
| 　 | Overall | 32 | 0.81(0.77-0.84) | 0.75(0.71-0.79) | 16 | 0.75(0.67-0.82) | 0.78(0.74-0.82) |
| Mayo |  |  |  |  | 7 | 0.81(0.66-0.90) | 0.59(0.38-0.77) |

**4.6 Modeling variables in logistic regression**

The predictive performance of logistic regression models was not inferior to other ML models established by the same type of modeling variables. Therefore, the modeling variables included in logistic regression were summarized, and the meta-analysis results showed that grade, histological type, myometrial invasion, cervical stromal invasion, LVSI, CA125, CA153, CA199, Ki67, P53, tumor size, ER, enlarged lymph nodes, mitosis, and SII were effective predictors for LNM status in EC (P<0.05) (Table 3).

Table 3 Meta-analysis results of OR of modeling variables used to construct logistic regression models for predicting LNM in EC

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| Factors | Value | n | OR (95% CI) | I2 (%) |
| Age | 　 | 　 | 　 | 　 |
| 　 | Per 1 year | 2 | 1.026(0.941-1.120) | 23.2  |
| 　 | >60 | 1 | 1.214(0.660-2.232) | NA |
| Grade | 　 | 　 | 　 | 　 |
| 　 | Grade2 | 7 | 2.258(2.039-2.500) | 0.0  |
| 　 | Grade3 | 7 | 2.979(1.625-5.459) | 81.0  |
| 　 | Grade2/3 | 5 | 2.015(1.130-3.592) | 67.9  |
| Histological type | Non-endometrioid | 7 | 2.535(1.873-3.430) | 65.5  |
| Myometrial invasion | >50% | 14 | 2.581(2.151-3.097) | 19.7  |
| Cervical stromal invasion | Yes | 6 | 2.411(1.715-3.388) | 9.7  |
| LVSI (Lymphovascular invasion) | Positive | 12 | 5.011(3.610-6.956) | 62.0  |
| CA125 (Carbohydrate antigen 125) | 　 | 　 | 　 | 　 |
| 　 | >30 | 1 | 3.967(0.478-32.893) | NA |
| 　 | >35 | 8 | 2.990(2.215-4.036) | 10.0  |
| 　 | >40 | 2 | 8.131(4.451-14.853) | 0.0  |
| 　 | >50 | 2 | 6.674(4.331-10.283) | 0.0  |
| CA153 (Carbohydrate antigen 153) | >16.85 | 1 | 6.108(2.697-18.333) | NA |
| CA199 (Carbohydrate antigen 199) | >18.88 | 1 | 3.765(1.505-9.418) | NA |
| Ki-67 | 　 | 　 | 　 | 　 |
| 　 | Per unit | 3 | 1.028(1.014-1.041) | 54.8  |
| 　 | >50% | 3 | 2.397(1.385-4.151) | 0.0  |
| P53 | Aberrant | 5 | 2.402(1.143-5.049) | 35.3 |
| PR (Progesterone receptor) | 　 | 　 | 　 | 　 |
| 　 | 1-unit decrease | 2 | 0.989(0.974-1.005) | 79.6  |
| 　 | Negative | 2 | 1.234(0.576-2.642) | 0.0  |
| Tumor size | 　 | 　 | 　 | 　 |
| 　 | Per 1 cm | 3 | 1.348(1.128-1.611) | 18.3  |
| 　 | >4 cm | 2 | 2.065(1.317-3.237) | 0.0  |
| 　 | 2-5 cm | 1 | 1.510(1.340-1.700) | NA |
| 　 | 5-10 cm | 1 | 2.710(2.390-3.060) | NA |
| 　 | 10 cm- | 1 | 3.380(2.900-3.950) | NA |
| ER (Estrogen receptor) | 　 | 　 | 　 | 　 |
| 　 | Negative | 3 | 3.388(1.894-6.061) | 0.0  |
| 　 | 1-unit decrease | 2 | 0.979(0.962-0.995) | 81.1  |
| Enlarged lymph nodes | Positive | 1 | 3.590(1.400-9.170) | NA |
| HGB (Hemoglobin) | 　 | 1 | 0.983(0.967-0.999) | NA |
| MELF pattern | Present | 1 | 1.977(0.508-7.695) | NA |
| Mitosis | 　 | 1 | 3.202(1.650-6.214) | NA |
| SII (Systemic immune-inflammatory index) | >636.74 | 1 | 3.996(1.808-8.833) | NA |

## Discussion

**Summary of the main findings**

This study demonstrated that the ML modeling variables for predicting LNM status in EC patients included clinical features, radiomic features, and radiomics plus clinical features. Among models based on various modeling variables, the nomogram constructed based on logistic regression was dominant, and its C-index appeared to be not inferior to other models in the training and validation sets. In addition, the C-index of ML models based on clinical features was not inferior to that of radiomics-based ML models. Meanwhile, among the nomograms constructed based on logistic regression, the C-index of nomograms based on clinical features alone was close to that of nomograms based on radiomics alone.ML models based on radiomics plus clinical features exhibited the best predictive performance, which was also applied to the nomograms.

**Comparison with previous studies**

The accuracy of CT, MRI, PET/CT, ultrasound, and other imaging means for preoperative detection of LNM in EC patients was explored previously, with a focus on MRI and PET/CT. Bollineni VR et al. (69) conducted a systematic review of 13 original studies and found that the sensitivity and specificity of 18F-FDG PET/CT were 0.72 (95% CI: 0.55-0.98) and 0.92 (95% CI: 0.84-0.97) for preoperative detection of LNM in EC patients, respectively. A recent study that the sensitivity was 0.68 (95% CI: 0.63-0.73) for 18F-FDG PET and 0.96 (95% CI: 0.96-0.97) for PET/CT in the preoperative detection of LNM in EC patients (70). Qiu et al. (71) conducted a systematic review of 14 studies and confirmed that MRI had a sensitivity of 0.59 (95% CI: 0.48-0.69) and a specificity of 0.95 (95% CI: 0.93-0.96) for preoperative prediction of pelvic or/and para-aortic LNM in EC patients, whereas its sensitivity and specificity for preoperative prediction of pelvic LNM were 0.65 (95% CI: 0.51-0.77) and 0.95 (95% CI: 0.93-0.96), respectively. In a systematic review by Luomaranta A et al. (72), MRI exhibited similar sensitivity and specificity as the findings by Qiu et al. for preoperative detection in EC patients. The detection rate of sentinel LNM in EC patients by ultrasound also appears to be less satisfactory (73). It can be concluded that imaging means have a favorable specificity but a seriously insufficient sensitivity for preoperative detection of LNM in EC patients. The current study revealed that ML models had a higher sensitivity (>0.8), and ML models based on clinical features showed a higher sensitivity but a lower specificity to some extent.

In addition, this study showed that despite a high sensitivity in clinical practice, the Mayo criteria have a worrying specificity, which, however, was inferred based on a small number of studies. Therefore, the accuracy of the Mayo criteria for the identification of LNM in EC patients still requires further validation.

Some diversified ML methods, such as convolutional neural network, support vector machine, and XGBoost with high predictive performance, have been developed (74, 75), but logistic regression was still the most popular ML method in clinical practice. The main reason is that a nomogram can be constructed based on logistic regression. Nomograms, easy-to-use and highly visualized, are important for predicting LNM in tumors, such as the Briganti nomogram for prostate cancer (76). In this study, logistic regression appeared to have a satisfactory predictive performance. Subsequent studies, therefore, can be conducted to develop more general predictive nomograms for LNM in EC patients.

Modeling variables are key to improving the accuracy of ML. However, only a small number of studies summarized relevant evidence. Reijnen C et al. (77) conducted a systematic review and found an association of CA-125 and thrombocytosis with the risk of LNM in EC patients. A systematic review by Fu et al. (78) found that tumor diameter was associated with LNM. Therefore, the lack of independent predictors for LNM in EC patients has posed a challenge to the early identification of LNM status in EC patients. This study summarized the modeling variables incorporated in ML. Given that the sensitivity of models based on clinical features is desirable (>0.8), it is feasible to construct risk equations or nomograms for preoperative prediction of LNM in EC patients based on this study.

**Strengths and limitations**

In terms of strengths, this is the first systematic review that explores the performance of ML methods for preoperative diagnosis of LNM in EC patients, and summarizes main modeling variables (clinical features, and radiomic features), providing guidance and references for the development of clinical risk tools in the future. There are several limitations in this study. First, the included studies mainly focused on logistic regression, with less attention to other models, thus making it hard to summarize the application value of other models. Second, internal validation with random sampling was mainly adopted for model validation in the included studies, restricting the interpretation and generalizability of models. Especially for radiomics-based models, it poses a serious challenge since the radiomic features are seriously influenced by the experience of the radiologists and the configuration of radiation devices. Finally, the included studies were mainly case-control studies, some of which had small sample sizes, raising some concerns about the stability of the models.

**Conclusions**

ML is a feasible option for preoperative prediction of LNM status in EC patients, and the nomograms of logistic regression models based on clinical features exhibit high sensitivity and specificity. In addition, the predictive performance of models based on radiomics plus clinical features is higher. In the future, large-sample studies covering different races are expected to develop predictive nomograms based on clinical features, which can be popularized and applied in clinical practice. Given the excellent predictive performance of ML models based on radiomics plus clinical features, we also look forward to accelerating the development and application of radiomics and proposing standardized criteria for their application, thereby promoting the intelligent diagnosis of complex diseases and intelligent prediction of prognosis based on radiomics.
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